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Abstract

Privacy scholars, advocates, and activists repeatedly emphasize the fact that current measures of privacy protection are insufficient to counter the systemic threats presented by datafication and platformization (van Dijck, de Waal, and Poell 2018: 24). These threats include discrimination against underprivileged groups, monopolization of power and knowledge, as well as manipulation. In this paper, we take that analysis one step further, suggesting that the consequences of inappropriate privacy protection online possibly even run counter to the normative principles that underpinned the standard clause for privacy protection in the first place. We discuss the ways in which attempts at protection run the risk of producing results that not only diverge from but, paradoxically, even distort the normative goals they intended to reach: informational self-determination, empowerment, and personal autonomy. Drawing on the framework of “normative paradoxes,” we argue that the ideals of a normatively increasingly one-sided, liberal individualism create complicities with the structural dynamics of platform capitalism, which in turn promotes those material-discursive practices of digital usage that are ultimately extremely privacy-invasive.

Introduction

Privacy is generally defined as personal control over information and access.[[1]](#footnote-1) In light of this function, privacy is further understood to be of instrumental value because it is necessary for personal autonomy and perceived as an integral component of individual self-determination. In line with these convictions, liberal democratic states have established a variety of legal frameworks and reformative endeavors like the new GDPR in the EU to protect and enhance privacy. However, most of these privacy regimes—both old and new—are insufficient to meet the challenges posed by new information technologies with their data mining and processing capabilities. This paper deals with the question of why privacy, despite a diversity of reformative protection measures, is still being diagnosed as in a crisis so fundamental that some commentators have even considered it to be dead.[[2]](#footnote-2)

In posing this question, we base this paper on the general assumption that privacy and an appropriate form of privacy protection are essential, not only for individual freedom but also for the integrity of social life and thus the functioning of democratic and just societies. Nevertheless, our starting point is also a very skeptical one: fundamentally questioning prevailing understandings of privacy and the current ways in which privacy protection is being put into practice.

That said, we would like to go one step further than those who argue that current policies are not strong enough to provide adequate privacy protection. We argue that, not only are current privacy protection regimes insufficient, but they also—and this is even more problematic—tend to have unintended, ambivalent, and often even paradoxical consequences for actors and societies. Nevertheless, we are also aware that discourses in this field do indeed demonstrate a sensitivity to the problems we are observing. We therefore suggest that many reformative measures in the field of privacy regulation can be seen as ongoing attempts to overcome the aforementioned problems. In this paper, we will analyze, discuss, and evaluate them as such.

We begin with a conceptual introduction into the notion of “privacy” and how it is being situated within today’s information societies (which we characterize as platform societies). We then look more specifically at two practical examples in which privacy protection is currently being put into practice: the “Notice and Choice” regime and programs that aim to expand and improve “digital literacy” in civil society. In our examination of these two examples, we proceed as follows: Firstly, we reconstruct the aims behind these privacy regulation measures and elaborate the type of normative principles that motivate these actions. Secondly, we analyze the extent to which these measures are capable of fulfilling their normative aims and show how they, deviating from their original or explicit intention, run the risk of producing unintended outcomes.

In our analysis of these two case studies, we draw on the concept of “normative paradoxes” developed by Axel Honneth and Ferdinand Sutterlüty (2015). This more broadly aligned concept helps us to contextualize some of the problematic and even ambivalent outcomes that we observe when analyzing recent privacy protection regimes. Specifically, we suggest that it is the interaction between normative ideals and socio-economic power structures that fosters the development of the social conditions under which tech giants such as Google and Facebook can profit so tremendously from the commodification of personal communication in the first place. The ideals of a type of liberal individualism that is becoming increasingly one-sided from a normative perspective creates complicities with the structural dynamics of informational capitalism (Castells 1997) and this, in turn, promotes those material-discursive practices of digital usage that are ultimately so incredibly privacy-invasive. This also has an impact on the privacy protection regimes that we analyze, which try to respond to these practices. In conclusion, we propose a concept of *privacy that is relational*, which we understand as a necessary complement to dominating concepts of *privacy as individual control*. Our concept of privacy as relational is based on empowerment and the social conditions enabling the realization of autonomy instead of presupposing autonomy.

Privacy in Platform Societies

In the late 1990s, Manuel Castells (1996) analyzed a shift from industrial societies to informational societies, which, according to his analysis, began in the 1970s. In Castells’s trilogy *The Information Age: Economy, Society, and Culture* (1996, 1997, 1998), he describes current societies as being centered around networks instead of individual actors and as working through a constant flow of information through technology. Within the last three decades, Castells’ (1996, 1997, 1998) analysis has been taken up by scholars from various disciplines, and it has been further developed and constantly adjusted to react to more recent technological innovations and the economic, societal, and political shifts that come along with them.

Here, we refer to the newly coined “platform-concept” as one of these further developments of Castells’ “Information Age.” Platforms represent a specific form of network that has emerged during the last decade and is currently developing towards monopolization.[[3]](#footnote-3) Focusing attention on platforms in this paper, which deals with the normative paradoxes of privacy regulation today, implies an understanding of platforms as powerful and influential enough to gradually turn the western democracies of our time into “platform societies.”

Srnicek (2017) first proposed the concept of “platform societies” and van Dijck, de Waal, and Poell (2018) further developed it.[[4]](#footnote-4) With the term platform, Srnicek (2017: 46–52) nails down a certain type of digital infrastructure that connects users and offers them tools for interaction, and is designed to collect, produce and accumulate data. Based on this definition, Srnicek examines the working logics of platforms in order to understand recent dynamics of olgarchization and centralization of power in regards to the “Big Five” tech companies (Alphabet, Facebook, Amazon, Apple, and Microsoft). Srnicek (2019) explains these dynamics as the result of a lack of alternatives that is created through a self-reinforcing effect produced by the sheer number of users paired with the accumulation of power gained through collecting more and more data.

In line with Srnicek’s analysis, van Dijck, de Waal, and Poell (2018) further argue that the shift created through “the platformization of society” is so fundamental that it can be diagnosed as paradigmatic. Platforms create new value regimes and economies; they expand their reach into every corner of society and the most powerful platforms can even overrule the power of nation-states: they set the terms for how people communicate with each other, for how they interact, and for how they vote (van Dijck, de Waal, and Poell 2018: 24–25). The term platform surveillance more precisely focuses on how platforms transform all social practices and even subjectivities into “surveillant exchanges” whose coordination must be technologically mediated to make as much information as possible exploitable as data (Murakami Wood and Monahan 2019).

There are certainly many problems that come with these dynamics of platformization. Among them is the widely recognized fact that current approaches to privacy protection, which are mostly based on concepts of individual control and choice, fail to account for the immense power and influence of a few platforms whose data-driven agendas run counter to the protection of privacy. Despite acknowledging arguments against privacy, such as those raised by feminist and communitarian critiques (MacKinnon 1989; Pateman 1989; Etzioni 1999; Sevignani 2016), we generally think that diminishing privacy protection in platform societies is a very concerning development. In order to make clear why we find it concerning, we will now reflect on the concept of privacy and the values that it is supposed to protect.

Debates about the challenges of legally enforced privacy protection vary across different liberal privacy regimes—for instance, they are different in the European Union and the United States (see Whitman (2004) for an account on this distinction). Here, however, we do not want to focus on national or regional differences because we are concerned with the general dynamics of platform societies. Platform societies are defined by the enormous influence of the “Big Five”: companies that are legally based in the US but operate worldwide. It was Manuel Castells (2008: 78) who suggested that, with digitalization, the public sphere as the space for debate about public affairs has shifted from the national to the global. Following from this, instead of primarily being determined by local cultures and nation states, publics today are increasingly constructed around and shaped through the affordances provided by globally operating digital platforms that connect us across physical distances. In light of this development, privacy has increasingly become a matter of supranational concern (Hornung 2015). This is why, instead of focusing on regional differences, we want to provide an overview of common schemes and related shifts in scholarly and popular discourse on privacy.

There is a broad consensus today that privacy should not be seen as intrinsically valuable but valuable only because it facilitates self-determination. Functionally, privacy is related to individual autonomy. Privacy as a liberal value rests on the expectation of it making a positive contribution to self-affirmation and self-realization (Lever 2012: 17–29). The central idea is that we do not have to be accountable for certain issues in our lives because they are “nobody else’s business.” In the Anglo-Saxon tradition, privacy is traditionally understood as an individual defense right, with the aim of protecting people from interference from the government or unauthorized third parties (Warren and Brandeis 1890).

Following this conceptual path, privacy is primarily conceived negatively as exclusion and withdrawal: “shutting the world out” both literally and symbolically—i.e., closing the door but also liberating oneself from role expectations, traditions, etc. Even though privacy scholars such as Helen Nissenbaum (2009) have very rightly argued for a shift in the conceptualization of privacy from an individual to a social concept, this original conceptual idea endures in legal approaches to privacy, which define privacy as *control over access*. This can be access to a person’s space, an individual’s access to their own body, or access to decisions and information about the self.[[5]](#footnote-5) Control assumes that we can individually *possess* that which we are claiming control of. In this sense, privacy is linked to a specific liberal tradition of individualism that attributes not only material property but also intellectual property, such as thoughts, to the entitlement of individuals to “own” these types of properties as products of their labor.[[6]](#footnote-6)

The control paradigm has been criticized widely within contemporary academic discourse on privacy (for an overview, see Helm and Eichenhofer 2019). Nevertheless, it is still the ruling paradigm in popular, legal, and economic discourse. A look at how Web-giants such as Facebook approach the issue makes this obvious. For example, Facebook’s (n.d.) “Privacy Basics” page says: “Learn how you are in control of your Facebook experience.”[[7]](#footnote-7) Here, Facebook very clearly adapts an understanding of privacy as control over personal information and suggests that this control is a matter of individual choice.

What happens to these ideas of individual control when data and communication become the economic target of a handful of increasingly powerful digital platforms? Algorithmic processing of data opens up endless possibilities to search for patterns and to create new combinations, correlations, and profiles. This offers enormous opportunities for optimization and profit but also challenges for the protection of privacy both in regards to the state and the private sector. In the last ten years, huge storage and evaluation capacities have been developed with which the control capacities of the democratic constitutional states of the world cannot keep pace, partly because future uses of data can hardly be foreseen (Mayer-Schönberger and Cukier 2013: 98–122). The new European General Data Protection Regulation (European Commission 2016) intends to overcome the vagueness of potential uses. Article V, paragraph 1, lays down a purpose limitation for the collection and further processing of personal data (European Commission 2016). However, in the case of an unforeseen "legitimate interest" on the part of the processor or a third party, data can, as is criticized, all too easily still be used for any purpose (see Roßnagel et al. 2019: 6).

At present, it is the huge economic interest in data that puts approaches to privacy protection as individual control in a precarious position (Solove 2008). What is more, users are significantly involved in the creation of this situation. They upload information about themselves and their lives online and they "like" and "retweet" other peoples’ information. Conversely, platform dynamics encourage a focus on a few providers and make privacy-sensitive but less-used providers such as the instant messenger “Signal” or the social media network “Diaspora” unattractive. In light of these socio-technical developments, the limitation of a liberal conception of privacy becomes very obvious. Although people would agree that they want protection of their personal autonomy and of the integrity of social life, currently, everybody seems to be contributing to its erosion.

In such a world, tools for privacy protection that appeal to the responsibility of the individual are hardly likely to show significant effects. Julie Cohen (2008: 189), for instance, argues that current regimes of privacy protection fail because they only focus on informational aspects of transparency and surveillance, forgetting about the autonomy-impairing consequences of exposure—the most serious effect of constant surveillance. Exposure, according to Cohen (2008), has become the default in platform societies. It threatens the development of subjectivity through criticism and performance—in other words: autonomy. Privacy was traditionally meant to protect us from the threat of exposure.

Let’s now take a more detailed look at the possible effects of two specific privacy protection measures that primarily operate on the idea of self-defense. How close are they to fulfilling the normative goals that they intend to reach?

Case Studies

Notice and Choice, Without Choice?

“Notice and Choice” is the current paradigm for consent online (Federal Trade Commission 2012). “The Notice” is a “presentation of terms, typically in a privacy policy or terms of use agreement. The Choice is an action signifying acceptance of the terms, typically clicking on an ‘I agree’ button, or simply using the website” (Sloan and Warner 2013). The approach aims to push individuals towards consenting to the privacy policies of Web providers but, in fact, encourages them to make an informed and free choice (Cate and Mayer-Schönberger 2013: 67). This mechanism therefore “is believed to be an effective means of respecting individuals as autonomous decision makers with rights of self-determination, including rights to make choices, take or avoid risks, express preferences, and, perhaps most importantly, resist exploitation” (Barocas and Nissenbaum 2014: 14).

However, what kind of choice do people really have when agreeing to the policies of Web providers? Is it genuinely free and informed? On the surface, privacy policies are readily presented to users for their critical review, but it is questionable whether such a critical review can actually take place. Given the fact that these texts often appear rather cryptic for the laity, it is easy to assume that they are written by lawyers to be understood only by members of their own profession (Bakos, Marotta-Wurgler, and Trossen 2014; McDonald and Cranor 2008). Thus, instead of critically reviewing privacy policies, most people seem to simply rely on the view that nothing unjust will be done with their data and that national privacy regulations will protect them from harm. Some scholars even suggest that privacy policies are elusive by design: “If websites and social media applications require individuals to share information to make money, it may be in their best interest to keep individuals in the dark about their use of personal data” (Madden et al. 2017: 118).

Critical accounts of “Notice and Choice” to date have primarily focused on the readability of the documents and the scope of their content: should the provider’s responsibility end with informing subjects about data that is explicitly mined and sold, or should they also reveal who they are selling it to, for what price, for what purpose, and what further information may be gleaned from this data (Sloan and Warner 2013)? Indeed, the *quality* of information is of utmost importance. Providers, however, are confronted with the difficulty of explaining that it is impossible to know in advance what further information might be derived from collected data and how this information might affect individuals.[[8]](#footnote-8) How then can these open-ended privacy policies be presented to data subjects as the basis for informed consent (Barocas and Nissenbaum 2014)?

In addition to this problem, there is the question of the *quality* of the choice itself. In platform societies, all other options apart from consenting into the privacy policies of a few powerful providers would be highly detrimental for the person making the decision. If an individual decided to opt-out, they might face higher fees when for an item in store instead of purchasing it online; might not get a ticket or a good seat when purchasing last minute at the counter instead of in advance over the internet; and, worst of all, might not be able to participate in public debate, promote their ideas, skills, and knowledge, and enjoy mediated feelings of connectedness (Papacharissi 2016). All these options would be denied any person not consenting to the privacy policies of big Web providers.

In placing the burden to decide whether to opt-in to selling one’s data on the “free” choice of users, the “Notice and Choice” regime helps platforms to distract attention from *their* responsibility.[[9]](#footnote-9) Choices taken by users may even be construed as a case against privacy: informed users appear not to care about their privacy and so they decide to opt-in (Xu, Katina, and Xi 2013). When looking at the decisions being made from a *relational* perspective—one that takes into account needs for recognition and social conditions for autonomy—it seems that the new data economy, with its monopolies, does not provide users with *real* choices. Instead, it confronts them with a decision between being excluded from social participation, being turned into a lone-wolf, and being marginalized or agreeing into selling one’s data (Zimmermann 1999). When “Notice and Choice” does not comprise of any kind of *genuine* choice, in the sense of socially equally respectable alternatives, it is corrupting the idea of self-determination through choice and then promoting it.

Therefore, in platform societies where mining and analyzing data has become the leading business model and where a few companies accumulate more and more data power, the normative objectives of autonomy and resistance that underpin the clause for “Notice and Choice” are being taken *ad absurdum*. Instead, the prevailing “Notice and Choice” regime that operates without reasonable choice seems to serve as an instrument for platform providers. Individually, users cannot solve the dilemma between their needs to participate, connect, and be heard and their need to protect their privacy (Helm 2018). They are, therefore, forced into selling this data. The decision to consent, surrendering one’s privacy, should therefore be understood less as the result of a free and autonomous choice and more as a choice that is borne out of constraint. Failure to take this constraint into account provides a basis for the interpretation that people do not value their privacy. This then turns “Notice and Choice” into a tool to be used against the case of privacy rather to promote it, which was the original purpose of this mechanism (Cate and Mayer-Schönberger 2013).

Privacy Literacy: Responsibilities and Their Limits

Another prominent endeavor intended to meet the challenges that digitalization poses to established values such as participation, autonomy, and agency, is the idea of privacy literacy. The normative goal of the wide variety of privacy literacy programs is to empower users to protect themselves, teaching them certain skills and imparting knowledge about how the internet works, how their data is being processed and analyzed, and how to use privacy-enhancing technologies (PETs) such as encryption. The term privacy literacy is a subcategory of the more general and well-known concept of media literacy, particularly digital literacy (Livingstone 2004).[[10]](#footnote-10) Digital literacy encompasses all educational programs that refer to the vast array of “technical, cognitive, and sociological skills that individuals need in order to perform tasks and solve problems in the digital environment” (Eshet-Alkalai 2004).

At first glance, the notion seems tremendously promising in terms of increasing the agency and autonomy of internet users (Trepte et al. 2015). Educating, and thereby empowering, citizens to critically engage with new information and communication technologies (ICTs) is without question a very worthy goal (Martens and Hobbs 2015). Nevertheless, the underlying theoretical assumptions, as well as the aims and scope of privacy literacy, need to be carefully reviewed. This is because—as is continuously highlighted in recent studies pointing out the inscribed biases of algorithmic decision-making—there are all kinds of possible types of discrimination and manipulation that can result from platform surveillance and data analytics that are taking place at a systemic level, beyond the reach of (well-educated) individuals (Murakami Wood and Monahan 2019; boyd, Levy, and Marwick 2014; Bird et al. 2016; Barocas and Levy 2018; Levy and Barocas 2017; Madden et al. 2017; Bridges 2018; Eubanks 2018).

Let’s take a look at how privacy literacy might affect patterns of usage and thus privacy protection. To do so, we imagine a young woman, Sophie, who lives in a liberal democracy and has recently participated in a privacy literacy workshop. Having learned a lot about the functioning of platform surveillance and about privacy self-defense tactics, Sophie is now enthusiastic to transfer what she has learned into practice.

When reviewing the privacy policies of her smartphone applications, Sophie is relieved to read that the instant messenger WhatsApp has implemented end-to-end-encryption by default (WhatsApp 2020a). She is stunned, however, by the amount of metadata that WhatsApp is collecting, as well as by the amount and sort of information that it is drawing from her smartphone (WhatsApp 2020b). When installing the app, Sophie had lightheartedly agreed when it asked whether she was “ok” with the app accessing information from her phone. Now, she is troubled. This feeling increases when she realizes that Facebook owns WhatsApp and that all of the data she is sharing on WhatsApp can and will be used by Facebook.[[11]](#footnote-11) A few years ago, she had deactivated her Facebook account because she had found it too “addictive,” only to now realize that she is still taking the “drug.” It had simply changed its shape (Hiltzik 2019). She also feels guilty because she knows that some of her friends are very sensitive about their privacy. She now realizes that is was her that provided Facebook with information about these friends when she had allowed Facebook to access information from her phone via WhatsApp.

Sophie tries to adjust her privacy settings but soon realizes that when Facebook says on its “Privacy Basics” page that “you’re in charge” and that you can “manage your privacy” (Facebook n.d.) it is referring exclusively to what other *users* may see and know. What is *not negotiable* is the sort and amount of data that Facebook collects, stores, analyzes, and mines as soon as one wishes to use its services. There is no alternative payment option available other than to pay with your data. Sophie therefore decides to deinstall WhatsApp from her phone. A week later, she realizes that friends and colleagues are scheduling appointments without her approval. They also keep sharing and commenting on pictures and events that include her, except now she is missing out on the opportunity to reply to these comments and pictures. The phenomenon of privacy protection increasingly becoming an interdependent matter has been dubbed “network privacy” (boyd and Marwick 2014; boyd, Levy, and Marwick 2014:43–57).

What this case is meant to illustrate is that, when doing it individually, privacy literacy does little to protect people from privacy intrusion. Academic discourse on privacy literacy is partially aware of the challenges of developing and establishing good and effective media and privacy literacy programs (Hobbs 1998). Scholars, such as Sonja Livingstone (2004), have already hinted at the “governmental” dynamics that literacy programs might develop when they’re addressing people as isolated individuals instead of as “networked selves” (Cohen 2012). Even though many literacy-regimes have been reviewed critically in this regard, people still refer to them as a possibility for a healthier, safer, and more humane handling of digital technologies (boyd 2018). It is precisely because of the high hopes many people attach to ideas of privacy literacy that we need to review the respective programs critically—not only in terms of their limitations but also in terms of the potential harms that may derive from not *acknowledging* these limitations.

Not acknowledging the limitations of current privacy literacy programs could increase their problematic effects. This happens, for instance, when the idea of privacy literacy is combined with neoliberal regimes of responsibilization. Such models suggest that “if an individual’s privacy is violated, it is because she did not protect it adequately. This places the fault on the individual rather than the person or organization that violated her privacy” (Madden et. al 2017). Regimes of responsibilization can further be considered problematic because they mistakenly perceive the ideal of agency through education as a catchall solution, even in situations where the problem is not so much a lack of individual literacy as it is a structural problem that refers to power asymmetries created through exposure, surveillance, and the asymmetric distribution of data power (Cohen 2008). Such structural problems, however, can’t be solved on an individual basis but need to be addressed by higher authorities. Here, privacy literacy can do only so much and needs to be combined with other forms of privacy regulation in order to safeguard autonomy, enable resistance, and foster agency.

How Do We Make Sense of These Paradoxical Conversions?

How can we make sense of the ambivalent, if not paradoxical, outcomes of these two privacy protection measures? To help us understand the more complex structural dynamics that are at play here, we will now turn to the more broadly aligned social theoretical framework of “normative paradoxes” elaborated by scholars at the Frankfurt Institute for Social Research (Honneth and Sutterlüty 2011; Honneth and Sutterlüty 2012). The analytical framework of “normative paradoxes” provides us with a reconstructive interpretation of societal developments, where a normative promise is converted into its opposite in the course of its successful institutionalization or parallel socio-economic developments.

The approach takes a critical stance toward popular critical social theory concepts (such as Habermas’ (1963) “colonization thesis”) to the extent that they traditionally counterpose the capitalist market economy’s exploitative interests with a rationalization of the lifeworld. The boundaries between lifeworld and system, culture and economy, and, we could also add here, between the private and the public are becoming increasingly blurred. Often, one and the same norm can be used to justify both emancipatory behavior and actions striving to increase authority and control. Normative principles continue to have performative actuality (*performative Aktualität*), but, beneath the surface, have lost their emancipatory meaning or have been altered so dramatically that, in many contexts, they have become nothing more than concepts legitimizing a new stage of capitalist expansion (Honneth and Sutterlüty 2011: 69).

The theory of normative paradoxes developed by Axel Honneth and Ferdinand Sutterlüty (2011) comprises various different types of paradoxical conversion. Two are especially important for our context. The first type is where the idea underpinning a societal development itself increasingly becomes distorted over the course of its realization. The second type comprisesthe identification of parallel societal developments, which contribute to successfully institutionalized principles becoming channels of a disempowering form of integration. So how can we now apply these ideas to the issue of privacy? To what extent can privacy be considered an initially emancipatory idea that has forfeited its emancipatory power?[[12]](#footnote-12) Following the liberal tradition, the concept of privacy has predominantly been developed along the lines of a “control paradigm,” and it is this control paradigm that is also implied in the two cases investigated above. Both cases—"Notice and Choice” and privacy literacy—rely on the idea of privacy as self-defense. But instead of promoting and protecting autonomy through privacy they contribute to a loss of confidence in privacy.

Both types of paradoxical conversion are important here: the distortion of the value itself as well as the dynamics of parallel developments. In the first variant, the idea of autonomy (to which the concept of privacy is functionally related) is attributed solely to a negative conception of freedom, which tends to distort the concept because it becomes totally abstracted from the social conditions of its realization. Moreover, the definition of privacy as individual control over information and access is an inadequate basis for countering its further commodification. This interpretation suggests that privacy is only something that an individual may or may not choose to possess, and the logical consequence is that it has a price and can be sold. A liberal, property-based understanding therefore prepares the ground for privacy to be comprehensively converted into a commodity with market value—where data is invested as an economic resource.

This leads us to the second variant. Here, unintended outcomes or even paradoxical conversions are supposed to appear because, over the course of the successful institutionalization of privacy protection regimes, these endeavors have become incorporated into parallel processes of marketization and commodification encompassed by platform capitalism (Honneth and Sutterlüty 2012: 60–61). While the normative idea of privacy is still “performatively actualized,” it is in fact being hollowed out and is increasingly losing its emancipatory meaning. The more privacy is publicly invoked as a societal value, the more it becomes a tool for the expansion and legitimation of a data economy that systematically includes and is built upon privacy violations rather than for contributing to processes fostering personal freedom. Privacy legislation, framed in liberalist terms of individual control, is therefore likely to become a governmental mechanism, overburdening individuals rather than allowing the social conditions for personal and social freedom to flourish (Flyverbom, Madsen, and Rasche 2017). Despite its promises of liberation, this form of privacy is likely to perpetuate neoliberal regimes of responsibilization—an outcome that diverges dramatically from the normative goal initially intended.

Toward a Relational Understanding of Privacy as a Social Good

In light of the serious weaknesses of current approaches to privacy protection and their tendency to produce results that divert from the initially intended outcome, many commentators have argued that we should let go of our concentration on privacy. Privacy just no longer seems to do justice to the systemic threats of new forms of surveillance (Lyon 2015. Instead, other approaches are being suggested such as data justice, data activism, or algorithmic accountability (Dencik, Hintz, and Cable 2016; Taylor 2017; Caplan et al. 2018; Diakopulus 2016; Milan and van der Velden 2016). While we also consider these other approaches to be promising, we think that it might still be worthwhile to continue exploring the notion of privacy on the condition that it is reformulated in a way that is better aligned with the challenges we are facing today. These challenges not only arise from nation-states reaching their limits due to the speed and scope of technological innovation. They also include huge power asymmetries stemming from a digital divide between five powerful platforms, who have the power to collect, store, and analyze data by using their respective infrastructures and writing their respective algorithms, and those who lack that power and are instead enmeshed in a web of interdependent profiling and uncontrollable data flows (boyd and Crawford 2012; Dalton, Taylor, and Kitchin 2016).

In order to establish a conception of privacy that is capable of meeting the challenges posed by these new conditions, we need to reformulate our underlying understanding of autonomy so that it does justice to the datafied, divided, and networked reality of today’s social world. Then we need to rethink privacy on the basis of this alternative understanding. To do so, we start with *a relational understanding of autonomy*, which takes into account the social conditions necessary to develop autonomy. Approaching privacy based on such a relational understanding of autonomy radically shifts our focus. Instead of concentrating primarily on privacy’s function as a means to withdraw from society, privacy is now to be assigned a much more general and, at the same time, more conditional function: it ought to be protected if—and *only* if—it serves to protect and cultivate the integrity of autonomy-conducive contexts. The contexts where privacy is to be considered relevant thus not only include spheres valued for their intimacy, such as those related to family life, but also professional, artistic, medical, and even political domains.

The logical consequence of such a shift requires a redefinition of privacy. Instead of defining privacy solely in terms of the individual’s capacity to draw informational boundaries and to restrict access, we now require a broader definition of privacy as the intersubjective negotiation of boundaries and informational flows (Altman 1975). Adopting this approach to defining privacy enables us to go beyond a possessive individualistic understanding of the concept, as it emphasizes an interpretation of privacy as a relational good whose achievement and protection should be treated as a collective challenge. Therefore, privacy should no longer be considered a communicative one-way street but a social practice serving to protect a variety of autonomy-conducive communicative contexts.

Another aspect refers to the relevance of privacy as the necessary basis for the creation and cultivation of a genuinely democratic public. Manuel Castells (2008) claims that debates on publics affair are increasingly shifting from the national to the global. We add that, as a result of this globalization of the public, debates are increasingly dependent on the mediation of internationally operating and privately owned platforms, which rely on an economic interest in data and (personal and political) communication. In light of this development, we need to rethink the relationship between the public and the private. We need to abandon the traditional idea of conceptualizing the private and the public as distinct spheres (the political versus the personal) and instead think of them as interdependent. Understood as interdependent concepts, it then becomes very clear that every crisis of privacy will necessarily go hand in hand with a crisis of the public and, hence, of democratic life.

Given these considerations, it is not at all surprising that some of the most relevant political struggles within liberal democratic societies are currently linked to the matter of privacy. Here, it is not primarily the claim of individuals who want to be left alone that dominates these struggles (Warren and Brandeis 1890). What prevails instead is the claim of (political) collectives who struggle to achieve communicative autonomy by asserting their right to anonymity and privacy (Electronic Frontier Foundation 2020; Coleman 2014: 401–426). In this context, privacy is being practiced and treated as a condition for political activism and free debate on public affairs rather than as a counterpart to the political, as was suggested by the traditional liberal understanding.

If we look at these political struggles revolving around a digital crisis of privacy through the lens of a performative perspective, it becomes quite obvious that it is no longer useful to conceptualize privacy as a counterpart to the public, the political, and the democratic. According to scholars such as Colin Bennet (2014) and Eigin Isin and Evelyn Ruppert (2015), quite the opposite is true. They identify precisely these discourses the revolve around matters of privacy, data protection, information flow, surveillance, exposure, and anonymity as those through which a new form of citizenship is being performatively enacted through new media—a form of citizenship referred to by Isin and Ruppert (2015: 43, 65–71) as *digital* citizenship (Bennet 2014). According to this performative view, it is during the course of the crisis of privacy and its related politicization (at the latest) that we see privacy transformed from a matter of individual choice and responsibility into a matter of political contestation. Individuals should not be overburdened with the responsibility for resolving this issue. Instead, it must be approached and addressed as a common democratic challenge of our time.

Concluding Remarks

Privacy is often referred to as a powerful liberal concept. The right to privacy is meant to protect us from intrusion, manipulation, harassment, exploitation, and the like. Over the last few decades, however, an increasingly one-sided form of liberal individualism has merged with the structural dynamics of platform capitalism. These dynamics depend on masses of people disclosing personal data on digital platforms because they want and need to participate, connect, and profit from the opportunities these new communicative infrastructures offer. The data they disclose is not primarily analyzed individually but instead used for mass analysis—creating types, categories, and profiles of people. The methodological individualism of today’s privacy regulation fails to adhere to the systemic dimensions behind the functioning of platform societies, systemic dimensions that also result in surveillance, exposure, and a lack of privacy protection that threaten to undermine our autonomy.

Reacting to these threats, policymakers create new programs and work on reforms, such as privacy literacy and “Notice and Choice,” with the objective of identifying constructive responses to a digital crisis of privacy. Privacy advocacy, scholarship, and activism, however, continuously point to the limitations of these reformative endeavors. We go one step further by analyzing effects that show ambivalent and sometimes even paradoxical consequences. By referring to the framework of “normative paradoxes,” we suggest that these paradoxical consequences are caused by two factors:

1. The underlying understanding of what privacy is meant to protect. The underlying idea of autonomy (to which the concept of privacy is functionally related) is attributed solely to a negative conception of freedom. This tends to distort the concept because it becomes totally abstracted from the social conditions of its realization (relational autonomy).
2. An over-reliance on privacy protection as self-defense. While the normative idea of privacy is still “performatively actualized” in regimes such as “Notice and Choice,” it is in fact being hollowed out and is increasingly losing its emancipatory meaning. The more privacy is publicly invoked as a societal value, but without appropriate measures to protect this value, the more it becomes a tool for the expansion and legitimation of a data economy that systematically includes and is built upon privacy violations rather than for contributing to processes fostering autonomy.

Instead of understanding privacy relationally as a practice vital for people to cultivate social contexts that foster autonomy, ensuring individual control over personal data is still widely perceived as the primary means of privacy protection—as well as the means for reformative endeavors (Cate and Mayer-Schönberger 2013: 68). Based on this narrow understanding, the responsibility of privacy protection is, for the most part, placed on the individual. Individuals, however, are completely overburdened by the task. Any attempt to cover a serious lack of privacy protection must, first and foremost, break from the possessive individualistic understanding of privacy because this understanding is part of the very same logic which threatens to violate the integrity of many autonomy-conducive social contexts. Any method of enforcing such an understanding of privacy is therefore bound to turn into a normative paradox.

As an alternative, we suggest basing future attempts at reforming privacy regulation on an understanding of privacy based on a relational conception of autonomy. Such understanding takes into account the social conditions necessary for the development of autonomy. Only based on this understanding can the challenges faced by platformization be adequately addressed. These challenges cannot be tackled by important, yet individualistic, measures such as promoting privacy literacy and “Notice and Choice” alone. In order to reach their normative goals, these measures need to be complemented by privacy protection measures that approach the issue as a supranational democratic challenge.
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1. Different variations of this very general framing can be found in Fried (2009), Solove (2008), Reiman (1995), and Westin (1967). One can also draw a rough distinction between an Anglo-American liberal understanding of privacy and a Continental-European one (Gusy, Eichenhofer, and Schulte 2016). Since the main companies currently dominating the internet, and thus the most contested sphere of privacy protection, are based in the United States, it is their understanding of privacy protection that we are most concerned with. At the same time, though, we acknowledge that there are significant differences between the European and the US–American interpretation of privacy protection. For an account of this distinction, see, for instance, Whitman (2004). We also acknowledge that there are other cultural differences in the understanding of privacy that we cannot integrate within the scope of this paper (Busch 2015). [↑](#footnote-ref-1)
2. Privacy has been declared dead—not just once, but multiple times. In 1999, for instance, McNealy (CEO of Sun Microsystems) stated, “you already have zero privacy – get over it” (qtd. in Sprenger 1999). [↑](#footnote-ref-2)
3. Frequently addressed as the “Big Five”: Google, Amazon, Facebook, Apple, and Microsoft (van Dijck, de Waal, and Poell 2018: 2). [↑](#footnote-ref-3)
4. More recently, Murakami Wood and Monahan (2019) edited a special issue of *Surveillance & Society* on platform surveillance where they bring together reflections on platform societies and insights from surveillance studies. [↑](#footnote-ref-4)
5. According to this interpretation, something is only “private” “if the individual is able to control access to this ‘something’” (Rössler 2015: 23). The traditional point of reference here is Alan Westin’s (1967: 7) definition: “Privacy is the claim of individuals, groups or institutions to determine for themselves when, how and to what extent information about them is communicated to others.” [↑](#footnote-ref-5)
6. For a discussion of the concept of “self-property,” see Locke ([1690] 2006); in relation to personal freedom, see Mill ([1859] 2001); and for a critical account of the concept, see Sevignani (2016). [↑](#footnote-ref-6)
7. [↑](#footnote-ref-7)
8. What the mega–platform Facebook, for instance, discloses in this regard, it is more than vague: “We understand how people use our Services, and analyze and use the information we have to evaluate and improve our Services, research, develop, and test new services and features, and conduct troubleshooting activities” (WhatsApp 2018). This sentence might be readable, but it is not very precise. In fact, it could mean anything. [↑](#footnote-ref-8)
9. “Giving individuals notice and choice may simply perpetuate the growing gap between consumer ‘haves’ and ‘have-nots’ because the least sophisticated consumers remain least likely to protect themselves” (Schmitz 2014: 1463). [↑](#footnote-ref-9)
10. Because of the diversity of existing approaches, Lankshear and Knobel (2008) suggest that it might be better to refer to “literacies” in the plural. [↑](#footnote-ref-10)
11. Currently, Facebook is reportedly planning to integrate its messaging services WhatsApp, Instagram, and Facebook into one mega–platform. Although claiming to ensure high levels of protection against outside intrusion (e.g., via end-to-end encryption), this move gives Facebook huge additional power with regard to the data—particularly meta-data—of (even more) users inside the “circle.” [↑](#footnote-ref-11)
12. It is impossible to provide a comprehensive normative reconstruction of the value of privacy here. However, it should at least be mentioned that, as an emancipatory idea, privacy is linked to a specific modern understanding of freedom, which itself is also inherently related to traditions of critique (see Seubert and Becker 2019). [↑](#footnote-ref-12)